
 
 

 

  

Abstract— In this paper, we introduce a continuous double 

auction method for grid resource allocation in which resources 

are considered as provider agents and users as consumer agents. 

In each time step, each provider agent determines its requested 

value based on its workload and each consumer agent 

determines its bid value based on two constraints: the 

remaining time for bidding, and the remaining resources for 

bidding. We study this method in terms of economic efficiency 

and system performance. Experimental results show that the 

proposed method is better than Earliest Deadline First (EDF) 

method, which is a default strategy in many schedulers. 

I. INTRODUCTION 

OMPUTATIONAL grids are emerging as the promising 

next generation of computational platforms for 

executing large-scale resource intensive applications arising 

in science, engineering, and commerce [1, 19-26]. They 

support the creation of virtual organizations and enterprises 

that enable the sharing, exchange, selection, and aggregation 

of geographically distributed heterogeneous resources. Each 

user (resource consumer) can use grid resources by running a 

grid portal such as Globus [15] or Legion [16] on his/her 

machine and each resource owner can share his/her resources 

by running a grid portal too. Different users demand 

different requirements and various resources have different 

capabilities and availabilities and on the basis of their 

policies provide access to them. At any moment, different 

resource owners with different resources and services are 

added to or removed from the grid. On the other hand, 

different users with varying requirements can enter the grid. 

As a result, grid environment is highly dynamic, 

heterogeneous, and uncontrollable and is distributed across 

different administrative domains.  

The conventional methods for grid resource management 

cannot be applied simply because they assume complete 

control over resources and requests. Since the grid resources 

are distributed in different geographically regions and belong 
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to various administrative domains, using decentralized 

methods for grid resource management is a suitable solution. 

An appropriate grid resource management exploits the 

capability of resources efficiently and satisfies the user’s 

reasonable requests. In recent years, usage of market based 

methods for grid resource management has received much 

attention in many studies. 

A sustainable market-like computational grid has two 

characteristics: it must allow resource providers and resource 

consumers to make autonomous scheduling decisions, and 

both parties of providers and consumers must have sufficient 

incentives to stay and play in the market [12]. Two 

categories of market based models that are used for grid 

resource management are commodities market models and 

auction models. In commodity market model, providers 

specify their resource price and charge users according to the 

amount of resource they consume. In auction model, each 

provider and consumer acts independently and they agree 

privately on the selling price. 

Auctions are used for products that have no standard 

values and the prices are affected by supply and demand at a 

specific time. Auctions require little global price 

information, are decentralized, and easy to implement in grid 

setting [2]. Based on interactions between consumers and 

providers, auctions can be classified into four basic types: 

the ascending auction (English auction), the descending 

auction (Dutch auction), the first-price and second-price 

sealed auction, and the double auction. 

The double auction model has a high potential for grid 

computing [2]. In a double auction model, consumers submit 

bids and providers submit requests at any time during the 

trading period. If at any time there are bids and requests that 

match or are compatible with a price then a trade is executed 

immediately.  

Three most popular double auctions are: Preston-McAfee 

Double Auction Protocol (PMDA) [3], Threshold Price 

Double Auction Protocol (TPDA) [4], and Continuous 

Double Auction Protocol (CDA). Kant and Grosu [5] 

showed that CDA protocol is better than both resource’s and 

user’s perspective providing high resource utilization in grid 

environments. 

 In this paper, we use a continuous double auction method 

for grid resource allocation. The results illustrate that the 

proposed method is effective in resource utilization and is an 

incentive from both resource consumers' and resource 

providers' perspective. The remainder of this paper is 

A Continuous Double Auction Method for Resource Allocation in 

Computational Grids 

Hesam Izakian, Behrouz Tork Ladani, Kamran Zamanifar, Ajith Abraham and Václav Snášel 

C



 
 

 

organized in the following manner. In Section 2 we 

investigate the related works and in Section 3 we formulate 

the problem. In section 4, we introduce the proposed 

framework followed by experimental results in Section 5 and 

finally Section 6 concludes this work.  

II. RELATED WORKS 

Economic based resource management systems have been 

investigated by several researchers in [2, 5, 6, 7, 8, 9, 10, 11, 

12]. Buyya [2] used economic based concepts including 

commodity market, posted price modeling, contract net 

models, bargaining modeling, etc. for grid resource 

allocation. Huang et al. [6] proposed a resource advance 

reservation through agents participating in multiple 

sequential auctions. They used cognitive agents that can 

automatically adapt to the environment, exchange private 

information, and learn new experiences from their network 

neighborhoods. Attanasio et al. [7] developed an auction 

mechanism based on a progressive Lagrangean heuristic and 

showed that it was able to provide comparable efficiency to 

centralized heuristics. Reddy et al. [11] developed a sealed 

bid method for optimizing the time and budget in grid 

environments. Xiao et al. [12] present an incentive-based 

scheduling scheme which utilizes a peer-to-peer 

decentralized scheduling framework to maximize the success 

rate of job execution and to minimize fairness deviation 

among resources. Anthony et al. [13] developed a heuristic 

decision-making framework through which an autonomous 

agent can exploit to tackle the problem of bidding across 

multiple auctions with varying start and end times and with 

varying protocols including English, Dutch and Vickrey 

auctions. He et al. [14] introduced a bidding strategy for 

obtaining goods in multiple overlapping English auctions. 

They used fuzzy sets to express trade-offs between goods 

and exploited neuro-fuzzy techniques to predict the expected 

closing prices of the auctions and to adapt the agent’s 

bidding strategy. 

III. PROBLEM FORMULATION 

     The entities in our grid environment are users (resource 
consumers) and resource owners. Users have one or more 
independent computational-intensive jobs for execution and 
are willing to pay for it. Also resource owners have 
computational resources and are willing to rent them for 
profit. We use resource consumer agents that work on behalf 
of the users and resource provider agents that work on behalf 
of resource owners. The consumer agents and provider 
agents are two intelligent entities having their own specific 
objectives. They interact with each other in form of a double 
auction protocol for obtaining their objectives. 
We assume that the grid consists of m 

resources },...,,{ 21 mRRRR = each represented by a provider 

agent and a set of k users }.,..,,{ 21 kSSSS =  each 

represented by a consumer agent. Each consumer has one or 
more independent jobs and we assume that in time period T, 

consumers altogether have n jobs },...,,{ 21 nJJJJ = . Each 

job iJ  can be submitted at various times it  in which 

Tti ≤≤0 . Job iJ  is characterized by a three-

tuple ( )iiii dblJ ,,= , in which il is the length of the ith job 

and is specified by millions of instructions (MI), ib  

represents the budget allocated to iJ . The cost of execution 

job must not exceed its allocated budget. In other words, the 

maximum amount that iJ  can pay per MI is   iii lb=ϕ . 

Also id determines job deadline by which the consumer 

desires the job to be finished. Each consumer agent aims at 
executing its jobs within its corresponding deadlines and 
minimizing the cost.  
Each resource can be characterized by four-tuple 

( )jjjjj mprstcR ,,,= , in which jc is the computational 

speed of resource jR  which is expressed in terms of millions 

of instruction the resource can process in one second 

(MIPS). jst  is the workload of jR and means that jst  

seconds are required for executing the jobs that already are 
accepted by it. In other words, it is the start time for 

execution of new accepted job. jr  refers to the lowest price 

for providing a service by jR  (also called reserve price) and 

is expressed in form of Grid units per MIPS (G$/MIPS). 

Also jmp is the maximum price for using jR and is 

expressed in form of G$/MIPS. jmp  can be set by the 

resource owner or can be set by provider agents through 
collaborating with other providers. In this paper we assume 
that each resource can execute one job at a time and 
resources use First Come Fist Served (FCFS) method for 
executing the accepted jobs. Figure 1 illustrates the 
scheduling scheme in the proposed method. 
 

 
 

Fig. 1. Scheduling scheme in the proposed framework 
 

IV. THE CONTINUOUS DOUBLE AUCTION MODEL  

    As mentioned in the previous Section, consumer agents 
aim at executing jobs within their corresponding deadlines 
and with the minimum cost. Also the allocated budget for 
each job determines the maximum cost that a user is willing 
to pay for executing it. On the other hand, the provider 



 
 

 

agents aim at obtaining more profit. For this purpose, they 
try to sell their resources at higher prices and compete with 
each other for accepting more jobs. In continuous double 
auction method at each time unit, consumers and providers 
submit bids and requests to the auctioneer in the form of 
G$/MIPS. An auctioneer maintains a list of the current bids 
and requests and matches the two offers when the highest bid 
is higher than or equal to the lowest request. The trade 
occurs at the average of matching request and bid prices. 
Determining the bid and request value by consumers and 
providers can be done autonomously and based on their 
objectives. In this paper, we propose two decision making 
methods for determining bid values by consumers and 
request values by providers.  
 

A. Determining Bid Values for Consumer Agents 

    The consumer agent determines a bid value in each time 
unit based on two parameters: average remaining time for 
bidding and remaining resources for biding. This method is 
inspired by the work presented in [13]. The consumer agent 
based on these parameters and its corresponding job decides 
a bid value autonomously. 

1) Determining Bid Value Based on the Number of 

Remaining Resources for Bid: in this method, in each time 
unit, the consumer agent determines a bid value based on the 
number of remaining resources that can bid for them. A job 
can bid for a resource if the resource can perform the job 
within its deadline and the reserve price of the resource (in 
form of G$/MIPS) is less than or equal to the maximum 

value the job can pay per MI. Formally iJ can bid for jR if 
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std      and,     ji r≥ϕ                                 (1) 

in which ji cl is the execution time of iJ  on jR . At the time 

of submitting the job, the number of remaining resources has 

the maximum amount (called
max

iN ) and with elapsing the 

time, the number of remained resources is decreased 
(because of accepting new jobs by resources). In each time 

unit, the bid value for iJ based on remaining resources can be 

determined using (2). 
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In this equation minr is the minimum reserve price among 

remaining resources and t
iN  is the number of remaining 

resources at time t for iJ . Using the polynomial function 

defined in (2), different shapes of curve can be obtained by 

varying the value of α . When 1<α , the consumer 

maintains a low bid value until the number of the remaining 

resources gets close to zero. On the other hand, when α >1 

the consumer starts with a bid value close to iϕ , the 

maximum bid value per MI. Figure 2 depicts the different 

convexity degrees of the curves with 5,1,2.=α . In this 

method when the number of remaining resources is 

decreased, the bid value is increased. 

 

 
Fig. 2. Bid value for remaining resources 

 

2) Determining Bid Value Based on the Mean Remaining 

Time for Bid: in this method in each time unit, each 
consumer agent determines a bid value based on the mean 

remaining time for bidding to the resources. Assume that iJ  

is submitted at t and Tt ≤≤0 . The remaining time that the 

consumer corresponding iJ  can bid to the resource jR  can 

be determined using (3). 
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Also 0, <ji
trt  means that resource jR  can not perform iJ  

within its deadline. The mean remaining times for biding can 
be obtained using (4). 
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At the time of submitting the job, the mean remaining time 

for biding has the maximum amount (called
max

irt ). The bid 

values based on the mean remaining time for bid can be 
obtained using (5). 
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In (5) the parameter β is similar toα in (2) and is used for 

controlling convexity degrees of the curve. 

3) Calculating the final bid value: after determining the 
bid values for each of the constraints mentioned above, the 
consumer agent combines them for calculating the final bid 
amount. This is obtained using (6).  
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λ  in (6) is used to regulate the effectiveness of parameters 

used in this equation. 1=λ  means that only the remaining 

resources constraint is considered in final bid value and 
0=λ  means that only the remaining time constraint is 

considered. Also )1,0(∈λ  means that both parameters are 

taken into account.  
 

B. Determining the Request Value for Provider Agents  

 The provider agent aims at obtaining more profit. For this 
purpose, it tries to sell its resource at a higher price and 
compete with other providers for accepting more jobs. In this 
paper, the provider agent uses a method similar to Dutch 
auction method. We assume that at the moment of joining the 
grid, the workload of resource is zero and the provider sets 
the price to reserve price for accepting a job. After accepting 
a job it updates its workload (start time for a new job) and 
sets its price to the maximum price, mp. Gradually, the 
workload of the resource is decreased and gets close to zero. 
By decreasing the workload, the provider decreases its 
resource price and in the case the workload is equal to zero, 
it sets the price to the reserve price. Alternatively by 
accepting each job, the provider agent sets its resource price 
to maximum price. The maximum price can be determined 
by the resource owner or the provider through collaborating 
with other providers. The provider determines its resource 
price using (7) and requests it from the auctioneer. 
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In (7) t
jrequest  is the request value of the jth provider at 

time t, t
jwl  is the workload of resource jR  after the last 

allocation, and t
jst  is the current workload or start time of 

the new job if it is accepted at time t. Also δ is the same as 

α and β  in Equations 2 and 5 respectively and is used for 

controlling convexity degrees of the curve. Figure depicts the 
different convexity degrees of the curves with 5,1,2.=δ . 

 
Fig. 3. Determining request value based on workload 

 

C. Auctioneer Role 

    In each time unit, consumer agents and provider agents 
determine their bid and request values and send them to the 
auctioneer. The auctioneer sorts the bid values in increasing 
order and request values in decreasing order. If the highest 
bid is more than or equal to the lowest request, then the trade 
occurs at the following price: 

( )requestlowestbidhighestprice +=
2

1
                          (8) 

V. SIMULATION AND EXPERIMENTAL RESULTS 

    In order to study the efficiency of the method presented in 
this paper, we developed a computational grid simulator 
using java agent development framework (JADE) [17]. 
JADE is a middleware aimed at developing multiagent 
systems and applications conforming to FIPA standards for 
intelligent agents. In our simulated system, consumers and 
providers modeled as two kinds of agents. In our 
experiments, we set 1.,5 === δβα and 6.=λ . Also we 

assume that there are three types of resources with the 
specifications presented in Table 1. 
 

Table 1. Resource types and their specifications 
 

Resource type 
Computational 

capacity (MIPS) 
Reserve price    
(G$/MIPS) 

Maximum price 
(G$/MIPS) 

I 10 2 6 

II 20 2 6 

III 30 2 6 

 

Moreover, we assume that there are 500 jobs submitted to 
the grid one by one. Each job is submitted in random time 
intervals within the range [1, 20] after its previous job. The 
length of each job is considered as a random number within 
the range [1000, 10000] MI sampled from a uniform 

distribution. After determining the length of each job iJ , the 

deadline is set according to the following expression: 
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= 1000,
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in which it  is the time of submitting the job iJ . Also the 

budget allocated to each job iJ  is set according the 

following expression. 

 ( ) ii lrandb ×= 6,2                                                         (10) 

After submitting each job, a consumer agent is activated and 
tries to allocate that job by bidding for resources in each time 
step and after allocation of the job, it is deleted. 
 

A. Experiment 1 

    For investigating the efficiency of the presented method, 
we compare it with the earliest deadline first (EDF) 
algorithm that is a centralized and the default policy for 
many scheduling systems. For implementing EDF algorithm, 
we assume that at the first time step of simulation we know 
the deadline and the time of submitting each job to the grid. 
The scheduler sorts the jobs based on their deadline in 



 
 

 

descending order. Then in each step, the scheduler selects a 
job with the earliest deadline and allocates it to a resource 
which can perform it within its deadline. If there are no 
resources for performing the job within its deadline the 
scheduler deletes that job. Also if there are multiple 
resources able to perform the job within its deadline, the 
scheduler can use a number of resource selection policies for 
example, selecting the resource which can perform the job 
closest to its deadline (also called EDF_CTD), or the 
resource with the minimum completion time (also called 
EDF_MCT), or random selection (also called EDF_RND). 
The effect of these policies and our proposed method will be 
evaluated in this experiment.  
We conduct four case studies for comparison. In the first 
case study, we assume there is one resource of each type 
shown in Table 1 (altogether three resources). In the second 
we assume there are two resources of each type (altogether 
six resources). Also in third and fourth case studies, we 
assume there are three and four resources of each type 
respectively. Results are obtained as an average of ten 
simulations. 
 Three criteria, successful execution rate, utilization rate and 
fairness deviation [12], are used for the comparison. 

1)  Successful Execution Rate: successful job execution 
means that a job is performed within its deadline. The 
successful execution rate can be obtained using Eq. (11). 
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Here  i
CT  denotes the completion time of job iJ . As shown 

in Figure 4, the proposed method outperforms EDF methods 
in case studies 2, 3, and 4. 
 

0

10

20

30

40

50

60

70

80

1 2 3 4

case study

su
cc

es
sf

u
l 

ex
ec

u
ti

o
n

 r
at

e 
(%

) EDF_RND

EDF_MCT

EDF_CTD

proposed method

 
Fig. 4. Comparison of successful execution rate between our method and 

EDF methods 

 

2) Resource utilization rate: the resource utilization rate 
defined as the percentage of time a resource is busy 
executing jobs and can be obtained using (12). 
 

( )

T

tste

u

n

i

ijii

j

∑
=

×−

= 1

γ

       where, 

                      




=
else

RtoallocatedJif ji
ij

0

1
γ                (12) 

In (12) ite  and its   are the completion time and start time of 

job iJ  respectively. T in this equation is the total simulation 

time. Figures 5 and 6 illustrate the comparison between the 
proposed method and EDF methods for case studies 2 and 4 
respectively. As shown in these Figures, our method has 
more resource utilization rate for most resources. 
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Fig. 5. Comparison of resource utilization between our method and EDF 

methods in case study 2 
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Fig. 6. Comparison of resource utilization between our method and EDF 

methods in case study 4 

 

 3)  Fairness deviation: the fairness of the market means 
that each resource owner has an equal opportunity to offer its 
resource and it can obtain a fair profit according to its 
capability [12]. The fairness of the market is an intensive 
metric for resource owners to stay in grid and play role. A 
resource allocation scheme is fair if fairness deviation of 
resources is minimized. The fairness deviation of the grid 
system can be obtained using (13) 
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In (13), jp  denotes the profit of resource jR . Figure 7 

shows a comparison of fairness deviation between our 
method and other methods in the four case studies. As shown 
in Figure 7, in the proposed method, by increasing the 
number of resources, the fairness deviation is decreased. 
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Fig. 7. Comparison fairness deviation between our method and EDF 
methods 
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Fig. 8. Mean price in different demand within various time intervals 

 

B. Experiment 2 

    In this experiment, we show that the proposed framework 
supports the supply and demand model [18]. In a supply and 
demand model, prices change very often based on supply 
and demand changes. Basically, when the demand increases 
or supply decreases, prices are increased and when the 
supply increases or demand decreases, prices are decreased 
accordingly. We investigate the changes of prices with 
different number of demands in various time intervals. Here 
we conduct case study 4 in Experiment 1 with 50 demands 
within deadlines between [100, 1000] time intervals, 100 
demands within deadlines between [1000, 2000] time 

intervals, 200 demands within deadlines between [2000, 
3000] time intervals, 100 demands within deadlines between 
[3000, 4000] time intervals, and 50 demands within 
deadlines between [4000, 5000] time intervals. Figure 8 
shows the mean of resource prices in different time intervals. 
As shown in Figure 8, when the demand increases, prices are 
increased and when the demand decreases prices are 
decreased. 

VI. CONCLUSIONS 

    A computational grid must allow resource owners and 
resource consumers to make autonomous scheduling 
decisions, and both parties must have sufficient incentives to 
stay and play in the grid. In this paper, we proposed a 
continuous double auction method for grid job scheduling. 
We developed two agent types: provider agents and 
consumer agents that are responsible for autonomous 
decision making on behalf of the resource owners and the 
resource consumers respectively. Each provider agent 
determines its bid value based on its workload and each 
consumer agent determines its bid value based on two 
constraints remaining time for bidding and remaining 
resources for bidding. Experimental results clearly illustrate 
that the proposed method is efficient and intensive for both 
resource owners and resource consumers. 
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